MODEL QUESTIONS WITH ANSWERS
THIRD SEMESTER B.TECH DEGREE EXAMINATION DECEMBER 2016
CS 203 Switching Theory and Logic Design
Time: 3 Hrs Marks: 100
PART A

( Answer All Questions Each carriddarks )

1. Perform the following conversions

Convert (0.513),, to octal.
0.513 x 8 = 4,104
0.104 X 8 = 0.832
0.832 X § = 6.656
0.656 X 8 = 5.248
0.248 x 8 = 1,984
0984 X 8 = 7.872

(1010.011): = 2+ 2 +2P 427 = (10375)10
(630.4) = 6 X 88+ 3 X 8 + 4 X 871 = (408.5)

2. What you mean by weighted code?

Weighted binary codes are those binary codes which obey the positional weig
principle. Each positio of the number represents a specific weight. Several systems c
the codes are used to express the decimal digits O through 9. In these codes €
decimal digit is represented by a group of four bits.

In the example below, 100101, which is a binary baser@ber, is converted to a
decimal (base 10) number.100101 = Binary (base 2) number543210 = positional
weights (1 x2"5) + (0 x2™M) + (0 x2"3) + (1 x2"2) + (O x 2"1) + (1 x 2"0) =32 + 0 +
0+4+0+1=3737basel0 = decimal conver§itimer weighted méabds include
BCD and 2421, each of which uses a similar formula to assign weights and convert t
decimal



3. Add the following BCD numbers.
01100111 + 01010011

Solution:
(a) 0110 0111 67
+0101 0011 +53

1011 1010 120
T,
Both groups are invalid (=9), Add 6 w both

Egroups.
] |
0000~ 1011 1010
+01 10 +01 10
(000 = 10010 = 10000
—_— St b

] 3 L1

4. What are the universal gates? Why they are called universal gate?
NAND and NOR gates are calleaiversal gates because they can be used in place of
all basic gates that AND ,OR and NOT.

A A
A&B |:> A&B

Figure 2: Connecting NAND gates to make an AND gate
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Figure 3: Connecting NAND gates to make an OR gate

PART B

( Answerany TWO, Each carrie® Marks )

5.  Simplify the following Boolean functions, using fourvariable maps:
a) F(w, x, vy, z) Emaksf 1, 4, 5, ¢
b) F(A, B, C, D) =@malkp, 1, 2, 4



w'y'z +xz'+ wxy 1)ACD+ A'C' + A'B'D' + BCD
2)ACD+A'C'+ A'B'D"+ A'BD

5. Implement the following functions with NAND GateF(x,y,z)= x ( 0, 6

—_——
¢ 00 01 11 10
ol 1 1] 0 1] F=x"pz" + xp’
Fl=x'y4xy' %2
X411l o a i} 1
'_'_'

(a) Map simplification in sum of products.
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B F=x'yz" +xpz’ () F'=x'y +xp" 4z

D, F

At

14,16, 19,21, 25 where E are the minter
using QuinMcClusky method

Minimize the function given below by QuirdcClusky method.

f (A,B,C,D) m(0, 5, 6, 7, 9,10,13,14,15)

. Minimize the functionF= Em( 4, 5, 10, 11, 1Bml820224, 2
)

Step I Form a table of functionsof niner ms according to t h
minterm as shown in Table E1.a



minterm | A (B |C| D

*0 |0jojo]|o } Al numbers with no 1's in each minterm (a)
5 01 oL |
6 10111107 All numbers with two 1's in each minterm CDAB 00 |01 1110
9 11001 v 00| 19 9 =2 ]
10 1[]'1__'[]'/‘/--- 01 11510 1°
7 {]Jl 1)1 (. 11 5[ 17 15 O
13 (1101 |- } All numbers with three 1's in each minterm |~ 1619110
14 1110}
15 (11 |1(1|v ¥} Al numbers with four 1's in each minterm Table El.a

Step 2 Start pairing off each element of first group with the next, however since m0

has no 16s, it and the next group of 1
canna be paired off. Start by pairing elements of m5 with m7, m13, m14, and m6 witt
m7 , ml3, ml4, and so oné I f they pair

m5 and m7 pair off 0101 aR& separate table and 0111 to produce 01x1, so in the
nexttab e E1. b under fAminterPmnparr o Wwe
AABCDO we enter A01x10 and place a 5
group must be compared with every minterm in the ofhgraup even if either or

both of them haveleady been checked

inte
Mouired |A B CD
57 |01X1Vv
513 X 101 7 —Paired
6 7 011X mmbaEr;r.n;frum A B CD
6,14 X 110 ¥ 57-13,15 |x 1 x 1 ..(d)
9,13 |1 X0 1 v (b) 67-1415 |x 1 1 x ..(e)
10,1411 X1 0 o (©)
7,15 X 111 Table El.c
13,151 1 X 1 v~
14,1511 1 1 X ¥
Table E1.b

Step 3 Now repeat the same procedure by pairing each element of a group with the
el ements of the next group for el ements
A5, 70 matches A13, 150 t o Pplaced ohtableeELl.k dsshbwn, T
and the above elements in Table E1.b are checked. (The elements that produce the sal
ABCD pattern are eliminated.) Since 9,13 and 10,14 in Table E1.b do not pair off, they ar
prime implicants and with mO, from El.a, and (djl &) from E1.c are unpaired individuals.
Therefore, it is possible to write the minimized SOP as a+b+c+d+r or f (A,B,C,D) ABCD
ACD ACD BD BC Note: Check this result for Example 1 by Karnaugh map approach.



Two-square implicants:

D Bl o 01 11 10
0 10 4 12 8
01 Pl a1?
1 3 ﬁ‘fl—_rs‘ 11
10 2 1 b 1 14 1 10

Table E1.b represents all possible t8gquare irplicants and the literals that they eliminate,
i.e. 9 (1001b) combined with 13 (1101b)
Corresponding product is ACD . Since the only way of making an implicant that contains n

is to combine it with m3, the implicant 9.3 is a prime one. The same rule applies to m10

Four-square implicants:

D B 00 01 11 10
00 1 0 4 12 8
01 1 (1 5 1 13 1 9
1 3 M 1 1 11
10 2 |1 6 1 14 1 10

Table E1l.c represents all possible fsguare implicants and the literals that they eliminate,
l.e. 5 (0101b) combined with 7 (0111b) and 13 (1101b) and 15 (1111b) produces x1x1. As
result, literals AA0O and ACOo are el ir

PART C
( Answer All Questions Each CarriddMarks )

7. Explain binary subtractor.
Binary Subtractor is a decision making circuit that subtracts two binary
numbers from each other, fexample X i Y to find the resulting difference between the
two numbers.



T

SUM
| HS HS

BORROW [—

[
I Full Subtractor

8. show the logic digram of SR flip-flop with four NAND gate

The SR flip-flop, also known as &R Latchcan be considered as one of the
most basic sequential logic circuit possiflais simple flipflop is basically a ondit

memory bistabl
out put =
out put = MWRO0) ,

Positive NAND Gate SR Flip-flop
S (set)
1=
.
R (reset)

NAND Circuit

e device that has

| abel |l ed

0 1

1 0

ol

X X
(Invalid)

9. what are the differences of flipflop and Latch?

Latches

Flip Flops

Latches are building blocks of sequential
circuits and these can be built from logic

gates

Flip flops are also building blocks ocof
sequential circuits. But, these can be built
from the latches.

Latch continuously checks its inputs and
changes its output correspondingly.

Flip flop continwously checks its inputs
and changes its output correspondingly
only at times determined by clocking

signal

The latch is sensitive to the duration of the
pulse and can send or receive the data
when the switch iz on

Flipflop is sensitive to a signal change
They can transfer data enly at the single
instant and data cannot be changed until
next signal change. Flip flops areuwsed as a
register.

It is based on the enable function input

It works on the basis of clock pulses

It is a level triggered. it means that the
output of the present state and input of the
next state depends on the level thatis
binary input 1 or Q.

It is an edge triggered. it means that the
output and the next state inputchanges
when there ig a change in clock pulse
whether itmay a +ve or -ve clock pulse.

t wo
Al0%andnanadatshdrabvedil el wil |
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10. Implement 4:1 multiplexer

4-to-1 Multiplexer

A 4-to-1 multiplexer consists four data input lines as DO to D3, two select
lines as SO and S1 and a single output line Y. The select lines S1 and S2 selétieneur
input lines to connect the output line. The particular input combination on select lines selec
one of input (DO through D3) to the output.

The figure below shows the block diagram oft@-4 multiplexer in which the multiplexer
decodes thenput through select line.

Enable E l

D3—>
D2—»

Df—»
DO—>

Inputs

Output
— Y

The truth table of a-lo-1 multiplexer is shown below in which four input

combinations 00, 10, 01 and 11 on the select lines respectively switches the inputs C
D2, D1 and D3 to the output. That means when S1=0 and SO =d)tfhé at Y is DO,
similarly Y is D1 if the select inputs S1=0 and SO= 1 and so on.

Select Data Inputs Output
S So Y
0 0 Do
0 1 D,
1 0 D,
1 1 D;



http://www.electronicshub.org/wp-content/uploads/2015/07/4-to-1-MUX.jpg
http://www.electronicshub.org/wp-content/uploads/2015/07/4-to-1-MUX.jpg
http://www.electronicshub.org/wp-content/uploads/2015/07/4-to-1-MUX.jpg

PART D

( Answerany TWO, Each carrie® Marks )

11 Explain how a look aheadadder speeds up the addition process.(9 marks)

A carry-Lookahead adder is a fast parallel adder as it reduces the propagation
delay by more complex hardware, hence it is costlier. In this design, the carry logic over
fixed groups of bits of the adder idteced to twelevel logic, which is nothing but a
transformation of the ripple carry design.

This method makes use bdgic gates so as to look at the lower order bits of the augend
and addend to see whether a higher order carry is to be generated or not

D

A B Ci Ci+l Condition

0 0 0 0

0 0 1 0 No carry generate
0 1 0 0

0 1 1 1

1 0 0 0 No carry propagate
1 0 1 1

1 1 0 1

1 1 1 1 Carry generate

Consider the full adder circuit shown above with corresponding truth table. If we define twc
variables as carry generate Gi and carry propagate Pi then,

Pi:Aié Bi

Gi = Ai Bi



The sum output and carry output can be expressed as
Si=Pis Ci
Ci+l1=Gi+PiCi

Where Gi is a carry generate which produces the carry when both Ai, Bi are one regardles
the input carry. Pi is a carry propagate and it is associ#tiigive propagation of carry from
Cito Ci +1.

The carry output Boolean function of each stage in a 4 stageleaaokahead adder can be
expressed as

C1=G0+POCin
C2=G1+P1C1
=G1+P1G0+P1POCin
C3=G2+P2C2
=G2+P2G1+P2P1 GO+ P2 PA@in
C4=G3+P3C3
=G3+P3G2+P3P2G1+P3P2P1G0+ P3P2P1P0Cin

From the above Boolean equations we can observe that C4 does not have to wait for C3 a
C2 to propagate but actually C4 is propagated at the same time as C3 and C2. Since the
Boolean expression for each carry output is the sum of products so these can be implemer
with one level of AND gates followed by an OR gate.

The implementation of three Boolean functions for each carry output (C2, C3 and C4) for a
carry-Lookahead carry gemator shown in below figure.
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12 .a) Express the Boolean function F = A + B"C in a sum of minterms

The function has three variables, A, B and C. The first term A is missing two

variables; therefore A = A(B+B06) = AB+A]
Thisis stilmissingpne variabl e C: A = (AB+ABG6) (C+
The second term BEC is missing one vari .
F = A+B6C = ABC+ABCO6+AB6C+ABOCOH + ABOCH+,

But AB"C appears twice, and according to theorem 1

F

= ABC+ABCO + ABBOH A B=6 Qro/+H m6 + m5 + m4 + m1l

b) Describe the differences between PLA and PAL(5 mark)

il

=A =4 =4 =4

PLA has both programmable AND and OR planes whereas PAL has only
programmable AND planes and OR plane is fixed

PLA has more flexibility in the logic circuit funion implementation than PAL
PAL is simpler to manufacture than PLA

PLA have reduced speed performance

PAL devices are manufactured in smaller size.

Drawbacks of PLAA

o PLA were hard to be implementéd
o PLA reduced the speed performance of circiits.

Advantage of PAIA

7



o Simple to manufacturelsLess expensiva
o Better performancé

Disadvantage of PAR

1 Not flexible as compared PLA, because OR plane is fixed.

1
13.a)implement Full adder circuit using NAND gate only.(5 marks)

Full Adder using NAND gate only

To construct a fulll adder circuit, weol/l
both an i nput carry and an pand Gpr.lAtthecane r vy ,
ti me, weol |l use S to desi gn a ttableis shewn foitha a |
right.

T%is IS looking a bit messy. It looks as if§ may be either an AND or an OR function,
depending on the value of A, and S is either an XOR or an XNOR, again depending on the
value of A. Looking a little more closely, howey®re can note that the S output is actually
an XOR between the A input and the kadider SUM output with B and,Cinputs. Also, the
output carry will be true if any two or all three inputs are logic 1.

What this suggests is also intuitively logical: vaaaise two halddder circuits. The first will
add A and B to produce a partial Sum, while the second will add that Sum to produce

the final S output. If either haldder produces a carry, there will be an output carry. Thus,
Cout Will be an OR funtion of the halfadder Carry outputs. The resulting full adder circuit
is shown here



Truth Table

INPUTS QUTPUTS
A B Cin Cour S
0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
0 0 1
0 1

0
0
0
1
0
1
1
1
U2
D =)

U1 U4

ELHg

D B =

N

U3
D =
=

éws

Full Adder using NAND Gates

b) Use an 8to-1 multiplexer to realize the function f(a, b, ¢c,d) =P m(1, 5, 7, 8, 9,
13,14), with b, c, and d as the control inputs.

a — Do
o o 01 1110
11— m
o ! 0 — D2 el
MEAERERE o — pa
Y— 1
1 1 0 — D4
I MUX
10 1 ! b5
a - D&
s — b7
gCEN -
b



PART E
( Answerany FOUR, Each carried0 Marks )

15. (a) Design a 4 but binary ripple counter using flipflop that trigger on the
I) Positive edge transition
i) Negative edge transition (10)

A ripple counter is an asynchronous counter where only the first flip
flop is clocked byan external clock. All subsequent filops are clocked by the output of the
preceding flipflop. Asynchronous counters are also called rimaenters because of the way
the clock pulse ripples it way through the ffipps.

The MOD of the ripple counter asynchronous counter isi2n flip-flops are used. For a 4

bit counter, the range of the count is 0000 to 11111)2A counter may count up or count
down or count up and down depending on the input control. The count sequence usually
repeats itsél When counting up, the count sequence goes from 0000, 0001, 0010, ... 1110
1111, 0000, 0001, ... etc. When counting down the count sequence goes in the opposite
manner: 1111, 1110, ... 0010, 0001, 0000, 1111, 1110, ... etc.

The complement of the cousgquence counts in reverse direction. If the uncomplemented
output counts up, the complemented output counts down. If the uncomplemented output
counts down, the complemented output counts up.

There are many ways to implement the ripple counter dependitigeaharacteristics of the
flip flops used and the requirements of the count sequence.

1 Clock Trigger: Positive edged or Negative edged
1 JK or D flip-flops
1 Count Direction: Up, Down, or Up/Down

Asynchronous counters are slower than synchronous countensseeaf the delay in the
transmission of the pulses from ifop to flip-flop. With a synchronous circuit, all the bits

in the count change synchronously with the assertion of the clock. Examples of synchrono!
counters are the Ring and Johnson counter.

It can be implemented usim@ttype flip-flops or JK-type flip-flops.

The circuit below uses 2 D fliflops to implement a dividey-4 ripple counter (2= 2 = 4).
It counts down.

011


http://electronics-course.com/d-flip-flop

16.

STATE TABLE

) |_ 1 COUNT | Q1 Qo
DPRQ‘I DDPqu_ 3

|o

1 1

—p Q0 I——> Q1 _ 2 1 0
cir cr @ 1 0 1

[ e | 0 |0 o

CLK

CLK
Qo

A AR AR A
LT

Notes:

Click on CLK (Red) switch and observe the changes in the outputs of the flip flops.
The CLK switch is a momentary switch (similar to a door bell switobrmally off).
PRandCLR are both connected to VCC (set to 1)
The D flip flop clock has asing edge CLK input. For example QO behaves as follows:
o The D input value just before the CLK rising edge is note@)(Q0
o When CLK rising edge occurs, QO is assigned the previously noted D value
(QG).
o Thus, whenever a rising edge appears at the CLK db e flop, the output Q
changes state (or toggles).
The MOD or number of unique states of this 2 flip flop ripple counter i§)4 (2
Simulate andBreadboard the Ripple Qatercircuit.
A Truncated Ripple Countés used if a MOD of less thari B required. For example,
if you want to change the sequence from 3,2,1,0,3,2,1,0 ... to 40,3,

design a synchronous sequential circuit whose state diagram is shown in Figure

13. The type of flipflop to be use is K.


http://breadboard.electronics-course.com/ripple-counter
http://electronics-course.com/truncated-ripple-counter

Figure 13. State diagram

. From the state diagram, we can generate the state table shown in Table 9. Note that thel
no output section faiis circuit. Two flipflops are needed to represent the four states and
are designated QOQL1. The input variable is labelled x.

Table 11. Excitation table of the circuit

Present State Next State Input Flip-flop Inputs
Q0 Q1 Qo0Q1 x JOKO JIK1
00 00 0 0xX 0X
00 01 1 0xX 1X
01 10 0 1X X1
01 01 1 0xX X0
10 10 0 X0 0xX
10 11 1 X0 1X
11 11 0 X0 X0
11 00 1 X1 X1

In the first row of Table 11, we have a transition for-flgpp QO from O in the present state to

0 in the next state. In TEb10 we find that a transition of states from 0 to O requires that
input J = 0 and input K = X. So 0 and X are copied in the first row under JO and KO
respectively. Since the first row also shows a transition for thél®igppQ1 from 0 in the

present stz to O in the next state, 0 and X are copied in the first row under J1 and K1. This
process is continued for each row of the table and for eaetidiipwith the input conditions

as specified in Table 10.

The simplified Boolean functions for the comiinaal circuit can now be derived. The input
variables are QO0, Q1, and x; the output are the variables JO, KO, J1 and K1. The informatic
from the truth table is plotted on the Karnaugh maps shown in Figure 14.



E:C}{ o ! e 4\§ a 1 Cloli ol 1 Hotd 0 L 1
ml ol o on| X | X oo 0| 1 oo| A | XK |
o 1|0 oLl % | X o 0| X orf 1| 0|
1| X | X o1 i 0] K | 0] 1|
w X x m 0|0 w01 mw X | K|
JO map EO map T1 map K1 map
Figure 14. Kamaugh Maps
The flip-flop input functions are derived:
J0=0Q1*x' Ei=0Q1*x
Jl=x El=0Q0"*x" + Q0*x= Qléx
Mote: the symbol € 15 exclusive-HOR.
The legic diagram is drawn in Figure 15.
ng : Il:!
—f-
K o
o |
k]
A ] Figure 13. Logic diagram of the sequential circuit.
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KQ
|®)_‘ FF1
Clk

Frammnla 14

17. a) Design a mod 6 asynchronous up cater using T flip-flop(6 marks)

Normal binary counter counts from 0 t& 21, where N is the number od bits/flip
flops in the counter. In some cases, we want it to count to numbers othe! thiariThis can
be done by allowing the counter to skip stdked are normally part of the counting
sequence. There are a few methods of doing this. One of the most common methods is to

A
AB
B
c J —|— B J A J —10
CLK4] CLK <] CLK
cir k cr T L ar X3
[e] [e]
B @— T
co— ] [ .
Input

the CLEAR Input on the ﬂ I-ﬂIOpS 3-bit Synchronous Binary MOD-6 Counter

In the example above, we have a M®Rounter. Without the NAND gate, it is a M&D
counte. Now, with the NAND gate, the output from the NAND gate is connected to the



asynchronous CLEAR inputs of each ffipp. The inputs to the NAND gate are the outputs
of the B and C fligflops. So, all the fligflops will be cleared when B = C = 1 (L186,).

When the counter goess from state 101 to state 110, the NAND output will immediately cle
the counter to state 000. Once the-flgps have been cleared, the B = C = 1 condition no
longer exists and the NAND output goes back to high. The couiit¢hevefore count from

000 to 101, and for a very short period of time, be in state 110 before the counter is cleare
This state is called the temporary state and the counter usually only remains in a temporar
state for a few nanoseconds. We can esdnsay that the counter skips 110 and 111 so that
it goes only six different states; thus, it is a M@Rounter. We also have to note that the
temporary state causes a spike or glitch on the output waveform of B. This glitch is very
narrow and will nonormally be a problem unless it is used to drive other circuitry outside
the counter. The 111 state is the unused state here. In a state machine with unused states
need to make sure that the unused states do not cause the system to hang, ie. getway to
out of the state. We don't have to worry about this here because even if the system does g
the 111 state, it will go to state 000, a valid state) on the next clock pulse.

b) Differentiate between combinational and sequential circuits (4 marks

Combinational Logic Circuits Sequential Logic Circuits

Output is a function of clock,
present inputs and the previous
states of the system.

Output is a function of the prese
inputs (Time Independent Logic)

Have memory to store the prese
states that is sent as control inp
(enable) for the next operation.

Do not have the ability to store
data (state).

It does not require any feedback It involves feedback from outpu
It simply outputs the input to input that is storeth the
according to the logic designed. memory for the next operation.

Used mainly for Arithmetic and Used for storing data (and henc
Boolean operations. used in RAM).

Logic gates are the elementary Flip flops (binary storage device
building blocks. are the elementary building unit

Independent of clock and hence
does not require triggering to
operate.

Clocked (Triggered for operatiol
with electronic pulses).



Example: Counter [Previous O/l
+1=Current O/P; Depemacy on
present input as well as previou
state].

Example: Adder [1+0=1;
Dependency only on present
inputs i.e., 1 and 0O].

18. DesignBCD counter usang JK flip -flop

A binary coded decimal (BCD) is a serial digital counter that counts ten digits .And it resets
for every new clock input. As it can go through 10 unique comloinaitdf output, it is also
called as fADecade countero. A BCD counte
1011, 1110, 1111, 0000, and 0001 and so on.

A 4 bit binary counter will act as decade counter by skipping any six outputs out of the 16
(24) autputs. There are some available ICs for decade counters which we can readily use i
our circuit, like 74LS90. It is an asynchronous decade counter.

ity T oo 1 1 1

o ‘ - J — J X2 — J X3
pulses 3 | 1 3 | .

NAND

The above figure shows a decade counter constructed with JK flip flop. The J output and K
outputs are camected to logic 1. The clock input of every flip flop is connected to the output
of next flip flop, except the last one.

e
-
(]
-
(]
:
@]
-
d

The output of the NAND gate is connected
flops. This ripple counter can count upl6 i.e. 24.

Decade Counter Operation

When the Decade counter is at REST, the count is equal to 0000. This is first stage of the
counter cycle. When we connect a clock signal input to the counter circuit, then the circuit
will count the binary sequencehd first clock pulse can make the circuit to count up to 9
(1001). The next clock pulse advances to count 10 (1010).



Then the ports X1 and X3 will be high. As we know that for high inputs, the NAND gate
output will be low. The NAND gate output is connectedlear input, so it resets all the flip
flop stages in decade counter. This means the pulse after count 9 will again start the count
from count O.

Input D C B A

Pulses
0 0 0 0 0
1 0 0 0 1
2 0 0 1 0
3 0 0 1 1
4 0 1 0 0
5 0 1 0 1
6 0 1 1 0
7 0 1 1 1
3 1 0 0 0
9 1 0 0 1
10 1 0 1 0
0 0 0 0 0 (resets)

19. Draw and explain 4 bit Johnson counter. Draw the timing diagram also.

A Johnson counter is a modifl ring counter, where the inverted output from the last flip
flop is connected to the input to the first. The register cycles through a sequenee of bit
patterns. The MOD of the Johnson counter is 2n if Afitips are used. Timain advantage
of the Johnson counter counter is that it only needs half the numbertdpigocompared to
the standarding counterfor the same MOD.

It can be implemented usiri@ttype flip-flops (or JK-type flip-flops).

vee
2 ) 4
1 e | U PR 0 PR 0
D Q D Q D Qf—
»d —l> —L>
crr cr A crr @
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